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ABSTRACT

The defense rescurce allocator computer programs ERASE is
described herein. GCiven a MaRV with penetration aid attack scenario,
the total radar resources available, and the number and characteristics
of the defense interceptor, ERASE allocates the radar and interceptor

resources on a continuing basis as the attack unfolds.
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1. INTRODUCTIOXN

This overvicw to ERASE (Eagagement Resource Allocation Simulator and
Evaluator) is written to provide a non-technical overview of the intent,
logical flow, and operation of the program. It also serves as a high-
level technical summary of the procedures used by ERASE to simulate an
optimal defense against a MaRV attack. These purposes are, in a seanse,
contradictory, therefore the report has been organized for multiple uses.
Section 1.1 contains the high level overview of ERASE. Section 1.2 contains
the next level of detail. Sections 2 through 5 contain many technical
details on ERASE procedures and should be skipped on first reading by those
not needing these mathematical details. Section b contains a simple .example

that can be used to illustrate the operation of the program.

1.1 OVERVIEW OF ERASE

Defense against a MaRV threat is not static. Variation of net size with
altitude and ballistic aim point, multiple discriminants, and diverse penaids
require a general, sophisticated, and adaptive allocation of defense resources,
which comprise interceptors, radar power, and battlespace (time). ERASE
simulates a MaRV engagement, and performs this resource allocation on an
object by object basis. The user can specify the defeﬁse (radar, interceptor
nets, discrimination capability) and the offense (numbers of MaRVs and decoys,
decoy characteristics, threat tube structure). The simulation then returns
statistics of the engagement from which defense (or offense) performance can
be comprehensively measured. ERASE currently provides a fairly general
simulation of defense resource allocation. The adaptive nature of the allo-
cation of defense resources allows great flexibility, since new allocation
templates need not be designed for each new offense configuration. Generality
derives from the large number of parameters available as input, allowing the
user to test a broad number of engagements, discriminants, RV's, decoys, and
the other penaids, particularly chaff. The use of probability density func~-
tions (rather than just mean and variance) to characterize performance and
object by object allocation gives the designer a wealth of data from which
to analyze why a particular penaid design performed as it did.



Experience with the simulation has shown that in all but the most clear
cut of cases, adaptive allocation is required to achicve the best defensce
performance. The cases in which template allocation is accepiable are those
in which either the offense overwhelms the defense (with either a few perfect
decoys or a very large number of traffic decoys) or the defense is impcnetra-
ble (a vast stockpile of excellent interceptors or an enormous radar). Some
crucial features of the engagement are chaff (to reduce available battle-
space), interceptor stockpile and quality (the most important engagement
parameters in most cases), and a balanced decoy design. Given adaptive alloca-
tion, the defense will exploit an imbalance in decoy quality (say a good exo-

atmospheric match but a poor slowdown match.)

Figure la is a schematic of an engagement. Chaff is modelled as completely

masking the threat above the altitude H Below HCHAFF’ search begins.

During prccessing, objects are detected?usiiify pulses are sent (to remove
potential false detections), and then track commences. Discrimination is
flexibly modelled, so that arbitrary or multiple discriminants (defined

by altitude band) can be handled. The resource allocator chooses

the best partial net and commit altitudes of the interceptors.

ERASE inputs are: parameters which model discrimination, firing doctrine,
radar, threat, and stockpile. The resource allocator manipulates the parameters
shown in Figure 1b: the probability mass function for interceptor usage
(the probability that there are I interceptors left at the end of the engagement),
the probability mass function for penetrators (the probability that N RV's
penetrate the defense) and a distribution of radar power with engagement time,
by category (search, verify, track, discrimination). Not shown in Figure 1b
are additional outputs that can be obtained: the probability density function
for damage inflicted on the target, the distribution of computer resource
usage with engagement time, and distributions of altitudes at which objects

are engaged.
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1.1.1 The Primarv Tradcoffs Considered by ERASE

The primary tradeoff pcrformed by the resource allocator is between
discrimination errors and interceptor net size. When objccts are first
detected (high altitude), the defense does not know which are RV's and which
are decoys; on the other hand, the interceptor net size required is small.

If the stockpile were large, the defense could fire this small net at each
object detected. For a recalistic stockpile, however, there are not enough
interceptors to waste even small nets on each decoy, hence the defense must
take discrimination measurements to uncover the decoys in order to fire
interceptors only at RV's. The tradeoff is made sharper since the required
net size for a given kill probability increases with decreasing altitude;
thus while taking measurements, the defense is losing stockpile cffectiveness.
Figurc 2a shows schematically how the number of penetrators due to discrimi-
nation errors decreases with altitude because discrimination measurecments

are gathered on the objects, whereas the number of penetrators due to
increasing net size increases. The allocator chooses the optimum commit
altitude and discrimination rates to minimize the total number of penetrators
without violating either the power constraint on the radar or the actual

interceptor stockpile.

The resource allocator assigns interceptors by a multiple threshold
firing doctrine, as shown in Figure 2b. The number of interceptors fired
depends, among other things, on how certain the allocator is that a given
object is an RV. For returns observed near the center of the RV distribution,
the largest net is fired, since the probability that the object is an RV is
very high, and the probability that it is a decoy is low. At the edges of
the figure, one or no interceptors would be fired, since these returns would
likely be from a decoy.
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1.1.2 Critical Defense Models

Figure 3a shows the nct size required as a function of altitude for
three representative ballistic aim points (DAP's). This models the
effectiveness of the interceptor against MaRV maneuvers. Fewer interceptors
are required for BAP's away from the center of the defended area than for
BAP's necar the center. This is very important for defense planning since
considerable savings in interceptors can be made by modifying the allocation

according to object BAP.

Figure 3b illustrates the model used for discrimination. Uncertainty
due¢ to each discriminant (characterized by models of the probability
density functions for normalized discriminant algorithm outputs) is separated
into three components, each of which is modeled'by a function whose parameters
are specified in a series of altitude bands, over which the parameters are
held constant. The first component is uncorrelated measurement noise; the
second is uncertainty that cannot be eliminated by measurements (such as
manufacturing uncertainties between the objects); the third is correlated
measurement noise (whose effect on discriminant uncertainty depends on
ﬁeasurement rate). The first two are illustrated in the figure. The change
in transient part is due to a modeling change at 235 kft, whereas the minimum

value of A/0 represents the error that cannot be removed by measurements.

1.2 SUMMARY OF ERASE LOGIC

The radar and interceptor resources in a MaRV BMD engagement can be
allocated by the defense to minimize the expected number of penetrating war-
heads (leakers) during the course of an engagement. The purpose of ERASE
(Engagement Resource Allocation Simulator and Evaluator) is to provide a
model to describe the performance of such defense of an area target. ERASE
is not a simulation in the Monte Carlo sense, since random numbers are not
drawn and defense actions are not simulated in detail. ERASE is a statistical
simulation model of performance, i.e., the statistics of performance and
defense actions are gathered at each simulated event and combined to produce
an overall statistical description of defense performance. This distinction
is important for understanding the way ERASE operates and the source of its

computational efficiency.
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The operation of ERASE is designed around a2 mathematical optimization
problem; this optimization probem is the one faced by the dufense in
attempting to minimize the expected number of penetrating warheads. ERASE
cau be understood better by relating the optimization problem to ERASE

procedures.

The problem faced by the defense is to orchestrate all its resources
and capabilitics to achieve its desired end: minimum leakage. A macro-
scopic view of tﬁis allocation problem is that the defense must allocate
two types of resource over the engagement period to minimize the expected
number of penetrators; these two resources are sensor and weapon related.
The two resources allocated by the defense, and ERASE, are radar power, which
is renewable, and interceptors, which are non-renewable. Radar power is
allocated by specifying a sequence of waveforms to quects without specific
pulse scheduling. The radar functions are categorized by pulse/waveform

as follows:

e search

o verify

e -early track

e discrimination

e final track.
The interceptor resources are allocated by specifying:

e net sizes
e commit times

e objects to be intercepted.

Within this context the mathematical optimization problem faced by the

defense is:

minimize E[Number of Penetrating Warheads]

over{all possible power allocations to objects, object
commit times, interceptor allocations}

This can be restated in a hierarchical form by nesting optimization as

follows:




Minimize| minimize| mininmize( minimizc[Expected Leakage] |

STT Bt all power
over {allozations l ‘all°°ati0“5){°bje°t C°mmit} {intcrceptor}
to catcgories$ to objects ‘ times allocations

by category

ERASE models a defense that solves its optimization problem by formulating
it in the above way. The defense modelled by ERASE does not solve the true
optimization problem, but solves a related problem, i.e., the solution

procedure apprcximates the optimal allocation and optimal defense performance.

. ERASE finds approximately optimum allocations of the defense resources
by performing three basic hierarchical levels of optimization, nested as given
in the above mathematical optimization problem.  These three nested optimiza-

tion levels are:

1. Category Allocation (Radar Power by Function)

2. Discrimination Allocation (Discrimination Power to Objects)
and Commit Time Selection (Commit Times for Objects)

3. Interceptor Allocation (Firing Doctrine applied to
Objects).

These allocators are run to find a defense operating point, where this
operating point is determined by 3 nested optimization procedures. The
dynamic defense strategy is composed of the operating points (resource
allocations) committed at each point in time by ERASE. As in any simulation,
ERASE cannot afford to compute an operating point at all times, but can afford
to compute operating points at discrete points in time chosen close enough
together that the allocation of resources selected for the interval between
recalculation remains almost optimal. This is the procedure used by ERASE;
events are defined and resource allocations remain consgtant between events.
At event times a complete reallocation is performed, involving all 3 levels
of optimization, to find the best operating point to use in the next
inter-event interval. The events specified in ERASE are



(1) Times at which any object changes radar processing

categories (scarch, verify, ...)

(2) Times at which any object is tentatively scheduled

to have interceptors committed to it, and

- 3 I3 3 » I3
(3) Other times inserted to insure a good approximation to

continual review of resource allocations.

]
As indicated in Figure 4, ERASE consists of a simulation portion
' and an evaluation portion. The two parts of ERASE are logically separate
for the following reason. The defense modelled in the simulation makes
decisiong that may or may not be optimal based on models of reality of
varying fidelity. This defense makes decisions that ultimately lead to
a simple summary of defense actions:
(1) each object's commit time and altitude
(2) each object's discrimination history at that time
(the PE vs PFA tradeoff curve) and
L (3) each object's interceptor allocation, given explicitly
or implicitly by a firing doctrine rule.
This information is passed to the evaluator which scores the engagement
o by computing the statistics of
g (1) 1interceptor usage, and
- (2) RV penetration.

The output of the entire process is then a statistical summary of defense

performance and a summary of defense allocation decisions.

This summary of ERASE's allocation procedures is expanded in subsequent

sections.
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2. CATEGORY ALLOCATIOMN

The category allocator divides the available radar power among the
three functional categoriés (search, early track, and discrimination)
in order to minimize an estimate of the total time required to process an
average object from the time it enters the search sector until interceptors
are cormitted to it. The other functions, verify and final track, are
performed at fixed rates, and hence sufficient power for these functions

is simply set aside.

*The category allocator is run at each event in the simulation before
the discrimination allocation and commit time and the interceptor allocation
optimization procedures are run. The criterion minimized in the category
allocator, processing time for the typical object, is not the same criterion as
in the exact mathematical defense problem, however it is a reasonable
criterion to choose: it decouples this allocation problem from the inner
optimizations. This implies that the resource allocation procedures can be
executed effectively. The implication of allocating power to minimze processing
time is that objects will be processed at as high an average altitude as
possible; the high altitudes have lower nominal nets, hence the scarce inter-

ceptors can be used to achieve high kill probabilities.

The expression for the variable processing time T is

5 B

T==2 + —— + —

xs XET xD

where
ks = average number of search pulses sent before

object detection. (ks = %-b where b 1s the number

of beams in search sector%*)

*It is assumed that the probabiiity of an object entering any
particular beam of the search sector is uniform over the entire
search sector. The average number of beams scanned before the

" object in detected is %b and —%;E is then the average time.
8

12



X = gearch pulse (scan) rate

required number of pulses to complcte early

o

track processing

early track pulse rate

g

k. = average number of pulses to complete discrimination

processing for objects in discrimination

XD = average discrimination pulse rate.

The minimization of the performance index .T 1is coustrained by the

radar power available R,

R = resource available (power) after items such as

verify and final track are accounted for

a = search pulse energy
aET = early track pulse energy

a, = average discrimination pulse energy -

NET = number of objects in early track
ND = number of objects in discrimination.

Now the power allocated is:

e Scarch: a x
s s

e Early track: App Xpp NET

e Discrimination: a_. x_ N_ .

DD D

13



Other considerations introduce additional constraints on pulse rates.
For cxample, a certain minimum track rate may be nccessary to prevent
losing track of objects. In this problem it is assumed that minimum rates
are specificd for search, track, and discrimination. The task ratcs may

be written in the form:

= (x) . + 4
xS (\s)mln AKS
= + Ax
Xep = Opp)iin ¥ 8%
= ° 4 -
*p (xp)pgn + 8% o

Under these assumptions the performance index to be minimized is:

k
S kET kD

+ -
. + . + Ax . +
(ks)min AxS (XET)min A}‘ET (hD)min AxD

T =

The resource constraint is:
e N
@ bxg + app AxpNpn +oap AxpN, .
= - - \J
R-a (X5) in % e nin MET

= %G ¥
where the control variables have been grouped on the left-hand side of the

constraint equation. The control variables are comstrained to be positive.

The optimization problem described above may be solved explicitly

using standard Lagrange multiplier techniques.
The result of the category allocator is to distribute total radar

power to the radar functions. The power is then allocated to objects

us follows:

14



Radar scarch power is allocated to send pulses up beams in the
secarch scctor. Since each beam is assumed equally likely to coatain
an object, they are scanned sequentially with cachi vne recedving a pulse
in turn. The pulse rate is determined by xq .

0

Verify
Each object in verify receives pulses at the predetermined rate.
Earlv Track

The objcct by object allocation of radar power within early track
is accomplished by allocating the same amount of power to each object in
early track since at this stage of processing each object is assumed
equally likely to be a warhead. Thus each object receives &ETXET kw,
i.e., pulses at rate XET'

Final Track

Each object in final track receives pulses at the prespecified rate.

Discrimination

Discrimination power is allocated dynamically to objects by the

discrimination allocator described in the next sectiom.

15



3. DISCRIMINATIC! ALLOCATOR AND COMMIT TIME SELECTOR

Discrimination is the most important radar [unction which must be ~

allocated on an object by object basis. The purpose of discrimination

resource allocation is to distribute the discrimination power available
among the objects in discrimination to achieve the minimun possible expected

number of penetrators. Thus allocation of this resource must be coupled with

the commit time decision and the interceptor allocation (firing doctrine)
decision. This section contains discussion of the discrimination resource

allocation and the selection of commit times for objects in discrimination.

Recall that, with the category allocation already decoupled and

performed, the mathematical defense problem can be written as

minimize [ min [min [Expected Leakers]]]
possiBle discriminationl ‘commit times( | interceptor l
resource to objects j lto objects allocations j

= min min min [ £ Prob{RV penetrates given decisions}]

{discr.} {time} {inter.} objects

The allocation problem is solved as follows. ERASE postulates assigning

various discrimination pulse rates to each object; the postulated future
pulse rate histories can be summarized by the pair {r,tc} where this

means that the object is scheduled to receive discrimination pulses at rate
r until time tc’ at which time interceptor(s) may be launched. Note that
ERASE restricts attention to constant pulse rate futures rather than general

functions, however the decisions made are reviewed frequently enough to

allow variable rates.

Graphically and logically the problem which ERASE solves approximately

is (see Figure 5):

16
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(1) Calculate the probability of penctration for cacli object
for a variety of discrimination pulse rates and select the
comnit time for cach rate which yiclds minimum probability
of penetration; associate this minimum with that pulse rate.

(2) Calculate the rclationship between discrimination resource

(pover) and probability of penetration for each object.
(3) Trade-off power vs. performance for all objects.

Note that in (1) above the probability of penetration calculations assume
an optimal interceptor allocation will be made at the commit times te:
This is the subject of the firing doctrine discussed in the next section.
Mathematically the discrimination resource allocation problem solved by

ERASE can be stated as the following optimization problem:

n n
Min{ ) P*(i;ri) } subject to ) pi(ri) <D
i=1 ; i=]
CIREPYRTEILY

where -

r. = the discrimination measurement rate assigned to

object 1

pi(ri) = power consumed in sending discrimination at

object 1 at rate r,
n = number of objects being discriminated

D = discrimination power available (= aDXDND) from

the category allocator

P*(i;ri) minimum penetration probability attainable (over
all possible commit altitudes) if discrimination
is done at rate r, on object 1 consistent
with interceptor stockpile constraints.

18



Solution of this problem exactly at each event is computationally
expensive due to the large number of events in a realistic simulaticn and
the complexity of the optimization algorithm. Thus ERASE performs the
exact detailed allocation at selected times and performs an approximately

optimal allocation using a priority list, described later, at all other

event times. The times for the exact allocation are chosen so that between

exact allocations

o the number of objects in discrimination remains relatively

constdant
e the power available remains relatively constant

» the power consumed by the assigned rates remains relatively

/
constant £

o the optimal commit time for an object is not passed without

action being taken

Thg:following is the method used to calculate the time..of the next

complete discrimination allocation update in light of these objectives.

T = clock time of current complete discrimination

resource allocation
AT = 1/4 (Average time to complete discrimination for the

5 objects in the last 10 to complete discrimination with

the shortest discrimination time)

AT2 = 1/4 (The time for any object to achieve Au/oRB = 4
if discriminated at the highest rate now being given)

AT = step size = max(ATl,ATZ}

T = ypdate time for next complete discrimination resource

allocation

19



= min{ To+ T, ecarliest commit scheduled, To+0:5}

The exact solution to the discrimination allocation problem described above
requires the functions P*(i;ri). the minimal possible penetration
probability for each object as a function of the discrimination measurement
rate assigned. These can be found for any fixed object and rate (i;ri)

by determining the optimal commit time and optimal interceptor allocation

at that commit time.

Given the object history (i.e., its descent velocity and the statistics
of its past discrimination returns), the object future discrimination rate
(i;ri), and any possible future commit time, the optimal interceptor alloca-
tion is given by the multiple threshold firing doctrine(see next section).

Given this firing doctrine algorithm, one has

¥ 3
P (iir)) min {Pt(l;ri' history))

g S
o

Ptf(i;ri.history)
5 el
P
The commit time ti , and hence P (i r ), can be found using various
*
gearch algorithms. The algorithm used by ERASE to find ty is a grid
search. Under the assumption (verified empirically in selected cases) that -

Pt is unimodal except for a break at the decoy unmask altitude, the grid

*
search is optimal if the grid is fine. The equation for P (i;ri) then becomes

p” (i;r, ) = min (P (i; Ty history)}
teT

T = {T_+AT, T _+24T, T _+3AT, T +40T, T +54T, 'runmask).

20



With the above simplifcations, the resource allocation problem can
be trecated dircctly. The problem at a discrimination resource allocation

update time is to find:

Min

n % n

E: PGS subject to 2: p.(r.) SiDs
o i :  Fl

i=1 i=1

(rl,rz,...,rn)

This problem can be solved completely and generally using dynamic programming
techniques.

*
If the P (i;ri) are convex in r,, which empirically is approximately

i
*

true, the dynamic programming algorithm collapses to the simpler marginal
return algorithm, which is used to solve the above problem. With the functions

being convex, the optimal allocation has property that

aP* (1320) aP* (§5r7)

3Ty s

= am '-'__'_I—i_ :
dpi(ri) dpi(rj)

for all i1 and j such that r:#O, r;#O. The solution to this n dimen-
sional continuous rate problem can be approximated by solving the discrete
rate problem by restricting the ry to a grid of allowable rates: ri €eR=
{Rl,RZ,...,Rm}. The discrete solution approximates the exact solution to the
extent that the grid in R is fine; R is an input parameter to ERASE. The
algorithm is as follows:

(1) Generate the matrix X = (xik) for 1<i<n and 1l<k<m-1 as follows:

* *
P (13R) - P (43R ;)
Py(R 1) = py(R)
*If a P*(4;r.,) is not convex, the convex hull or other convex

approximation (as used in ERASE) can be used without injecting
excessive error.

Xk ©

21



(2) Generate the matrix Y=(ylk) such that Yo 18 the

rank of =x, sorted in descending order; i.e., if

ik
yik=l’ *ik %
convexity of P ( ; ) and linearity of pi( )

is the largest value in X. (Note that

insure that y, <y, k+l);

(3) Allocate the discrimination resource by
n
(a) Assigning all objects a rate Rl (if z pi(Rl) > D,

no feasible solution exists) and i=]

(b) iteratively cycle through the matrix Y, starting with
the index (i,k) yik=1’ so that at each step if ik
has the next smallest value, increase the rate assigned

. n
to object i from Rk to Rk+1 if iﬁl pi(ri) <D
after this assignment. If the power constraint would be

violated, the algorithm terminates.

As new objects enter discrimination or conditions change, either
a complete discrimination allocation update is required or a method is
needed to approximate what such an update would dictate. At events when
a complete update is not done, ERASE approximates a coﬁplete update by
creating a new Y matrix, appending a new row for a new object and deleting
rows for objects leaving discrimination. If object i is the object with
the highest rate allotment and object n+l is being added, ERASE sets
yn+l,k =P~ € and renumbers the Yik by rank. Thus the Y matrix
gives a discrimination priority list.
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4. INTERCEPTOR ALLOCATION (MULTIPLE THRESHOLD FIRING DOCTRINE)

The interceptor allocation problem is to allocate the fixed stockpile
of interceptors to all inbound threatening objects, consisting of warheads
and decoys, so as to minimize the expected number of penectrating warheads.

Expressed mathematically

N N
(nm%?..,n ) z P (i;r,,history) = min z (1 - P,(n,))PW
1 N i=1 t i G ) K1 i
kit e ol ]
N
subject to the constraint z ni.i NI, where PK(n) is the probability of
: i=1

kill given a net of n interceptors, the nominal net size n, is the
number of interceptors allocated to inbound object i, PW is the pro-

1
bability that object 1 1is a warhead (based on the discrimination returns),

N 1is the number of objects, and NI 1is the number of interceptors available.
It will be assumed in this discussion that the same PK(°) applies to all

objects and that the allocation is done at a single point in time.

Given the discriminant returns, and hence the Pwi » this problem can
be solved very easily if the PK(-) function is concave, as it proves to
be. An elementary marginal return algorithm can then be used to allocate

interceptors. This approach exactly uses all interceptors.

The optimal allocation of interceptors is characterized by a series of
probability thresholds {Pk} where 0 = P0 < Pl < e e < Pnet+l = 1, where
"net" is the nominal net size to insure successful intercept. If object 1

has a discriminant return resulting in a value of PW, satisfying P <Pwi< P

i k k+1’

then it is optimal to send a partial net of size k to intercept that object.

A statistical description of the performance of this firing doctrine
and a useful algorithm for selecting optimal thresholds can be obtained by
treating the (Pwi} as random variables and transforming the constraint into
an expected value constraint. It should be kept in mind that the engagement
evaluation procedure retains a deterministic interceptor constraint as
interceptor allocation decisions are actually ma@e scquentially and each
object processed is given the benefit of the remaining interceptors spread

over the remaining objects.
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The optimal set of thresholds Pk can be obtained by usce of standard

Lagrange multiplier techniques. The result of this optimization analysis

yields the P, having the form

k

A
PK(k) = PK(k—l)

P, = fin{1,

K } (k=1,...,net),

where Po = 0 and A is chosen to expend the available interceptors

on an expected value basis.

This firing doctrine result can be transformed into a set of thresholds
on any convenient axis. Thresholds {Tk} ,» on the axis of discriminant
return, normalized to a scalar value, arc thresholds chosen to match
the probability thresholds using Bayes rule. If, the densities of the
discriminant returns are known in convenient form, {Tk} can be solved
for in closed form. If only an operating characteristic curve (PE vs. PFA)
is known, {Tk} must be found numerically. The firing doctrine in threshold
space is: Fire a partial net of size k to an object if its discriminant
return is in (Tk,Tk+l].

ERASE, and the defense,face a dynamic interceptor allocation problem
and thus must modify the multiple threshold firing docérine described above.

The procedure postulated for the defense is as follows: At any point in the
engagement when an interceptor allocation decision is needed for an object,
allocate interceptors to the object in question as if to expend the remaining
interceptors over the rest of the engagement. To do this, the defense estimates
the number of RVs and decoys remaining and notes its actual interceptor
stockpile remaining. This procedure is stable and exactly expends all

interceptors by the end of the engagement, unless numerical errors

adversely affect the computation.

At the user's option, ERASE approximates this postulated defense
procedure. As a result of an approximation (noting expected interceptor
stockpile remaining rather than all actual), to avoid calculating inter-
ceptor allocations for all possible interceptor usages, ERASE terminates
with the probability of expending all interceptors generally in the 0.6

to 0.9 range.
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5. A NOTE ON ERASE'S DISCRIMINATION MODEL

The evaluation of the PW, and {Tk} or {Pk} mentioned earlier

i
requires some knowledge of the discrimination model used by ERASE. A
discriminant produces an'output which may be interpreted as an estimate

of an object's characteristic for some discriminants, e.g., length,

slowdown drag, etc. or as an arbitrary index in other cases, e.g., pattern
recognition. The discrimination measurements have random components. Thus
the mean value (true signal) and the uncertainty or variance in the estimate
(noise) are needed, and the uncertainty must be modeled as a function of

the number of observations, observation time spacing, observation altitude,

etc. The elementary characteristics of the discrimination process used by

ERASE are:

Ay = difference in mean value of the characteristic being measured,

e.g., electrical length of the RV minus length of the decoy.

0°, = the remaining variance that cannot be reduced by an arbitrarily
large number of observations, e.g., variation in the characteristic
that exists but which is not explainable by any defense model,

for example, atmospheric or manufacturing variations.

= the variance of a single observed measurement due to uncorrelated
measurement noise, e.g., radar noise or trajectory related

(crossing angle) uncertainty.

ocor- the variance of a single observed measurement that is correlated
from measurement to measurement, e.g., variation in the observable

due to spin, precession, etc.

Tcor- the decorrelation tiﬁe for the exponentially autocorrelated
uncertainty, i.e., the time needed for the autocorrelation in

the discrimination output to drop to Ty

These variables may vary with altitude and discriminant employed. They
may be different for the RV and decoy as well.
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The overall net uncertainty (of standard deviation) o is modelled
as a function of number of observations and the observation rate, as these
arc the control variables ERASE uses in optimization. The model used by

ERASE for o in any fixed altitude reglon is:

02 02
2 2 un cor
o omin + = + T G=l)

where n 1is the number of observations and k 1is a factor depending on

the decorrelation time and observation rate. The value of k 1is given by

1- exp(-1/rT )

1 + exp{-l/rTcor}

where r 1s the observation rate. The total variance, 02, is determined
separately for the RV and decoy. The quality of the discrimination is given
sirply by the degree of separation of the distributions for the characteristic
being measured for decoy and RV, i.e., Au/o. 1f Au/o is large, the distributions
are far apart and easily separable. It is Au/o values that are used in all
threshold calculation, as this puts the distribution means conveniently at

0 for the decoy and 1 for the RV.

When an object receives discriminant measurements at various rates
within an altitude band, a rule is needed to account for this. The procedure
used in ERASE is to modify the correlated measurement variance term to
czor/(l + kl(nl-l) * kz“z} where (kl,nl) apply to the first measurement
rate and (kz,nz) apply to the measurements taken at the second rate. When
an object receives discriminant measurements in different altitude bands,
the information in different altitude bands must be combined to yield an
overall o/Au figure. ERASE uses one of two models for this combination,

depending on the user's option, as follows:
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1 1
1 o 1
combined altitude bands

2 ; :
where ¢~ for each altitude band separately is as-
given above with paramecters appropriate for each (except
that the denominator in the correlated noise expression

in subtsequent altitude bands is kn instead of 1+k(n-1)).

(2) (02) . = (02, ) + (02) .
combined min sl aiiciiniie altitudes
when
1 1.

(‘;29 = Z('gz ) and

1 altitudes altitude

2 oﬁn oior

t® )altitude R v 1+k (n-1) s

These formulae are proper probabilitistic statements if the discriminant

information in separate altitude bands is uncorrelated.
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6. SIMPLE ERASE EXAMPLE

To illustrate how ERASE pertorms its resource allocation through
time, a simple BMD engagement was simulated. The results of this

simulation are given below.

The attack consists of six objects which enter the search sector
at intervals of .6 second. The first and fourth objects entering the
search sector are warheads and the second, third, fifth and sixth
objects are decoys. The objects enter the search sector at 25.6°
elevation and a velocity of 22 kft/sec. This corresponds to a vertical
descent rate of 9.5 kft/sec. The defense resources consist of 40 kw of
radar power and six interceptors. The top of the search sector (chaff-

clearing altitude) is 300 kft. Figure 6 depicts the situation.

(® Decoy
o . .6 sec C)
RV Interval
22 kft/sec C) ()
- //
_ - 9.5 kft/sec
o descent rate
_ - i 300 kft
-
il P . o
A ’125.6
! i 4
Figure 6
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Table 1 contains a detailed breakdown of ERASE's decisions for this
example, The first column is the battle time, with 0.00 seconds corres-
ponding to the entry of object #1 into the search sector. The next six
columns correspond to the six threat objects. Each entry in one of these
columns consists of the current radar processing category, the current
pulse rate assignment, and any tentative interceptor commit time if the
object is in discrimination. The letter designations for the processing

categories are:

S =~ search
- A verify
ET - early track
D =~ discrimination

FT - final track.

The next five columns give a breakdown of the category allocation of radar
resources. The upper number is the current total power allocated to that
category, and the lower.number is the current average pulse rate. Summing
‘the upper numbers in these columns always gives the total radar power,

40 kw.

The radér function pulse energies and required pulse rates were
assumed as follows: The search pulse energy for this example is 102.9
joules/pulse. The verify requirements are prespecified at 20.0 pulses/sec
for .25 sec. The pulse energies for verify, -early track, discrimination and
final track are 102.9, 65.0, 575.1 and 65.0 joules/pulse. Early track
has a minimum rate of 5 pulses/sec below which track would be lost. The
rate for final track has also been prespecified at 5 pulses/sec.
Discrimination mode also has this minimum pulse rate of 5 pulse/sec so
that track will not be lost. It also has a maximum allowable rate of 40
pulses/sec chosen for convenience since higher pulse rates deliver little
added information due to pulse to pulse correlation. In order to reduce
the program run time, ERASE allocates discrete discrimination rates of
0, 5, 8, 15, 25 and 40 pulse/sec. (Realize that if a rate of 0 discrimina-
tion pulses/sec is specified, ERASE allocates 5 track pulses/sec in order
to maintain track.) Any discrimination power left over after these discrete

rates have been allocated is given to the object in discrimination for which
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the information return would be greatest (this is usually the object which

has becen in discriminastion the least amount of time).

The category allocation performed at time 2.06 seconds is typical
for this example. Objects #1 and #2 are in final track with 5 pulses/sec
each at 65.0 joules/pulse for a total of 650.0 watts of radar resource.
Object #3 is in discrimination and must receive a minimum of 5 pulses/sec
at 65.0 joules/pulse for a total of 325.0 watts. (These are final track .
pulses in order to maintain track.) Object #4 is in early track and must
receive a minimum of 5 pulses/sec at 65.0 joules/pulse for a total of
325.0 watts. There is also a minimum search rate of 5 pulses/sec at 102.9
joules/pulse for a fotal of 514.5 watts. These minimum necessary rates
totél 1814.5 watts of power. The category allocator then alloc;tes the
remaining power, 38185.5.watts. This power is allocated by minimizing the

processing time for the average object:

481.13 1 , 20.88
SHAX_ SHAXp By

to be minimized with respect to AXS. AxET and AXD subject to the power

constraint

(102.9)AXs + (65.0)AXET(2) + (575.1)AXD = 38185.5.

This results in AXs = 243.1, AXET = 9,2 and AXD = 22.4,

Multiplying each rate by its appropriate pulse energy and adding to
each the minimum power set aside for that category yields
R8 = 25528.3, RET = 925.0 and RD = 12896.7.

To compute the search pulse rat:e,Rs is divided by the search pulse

energy, and to compute the early track rate for each object, RET is divided

by the product of the pulse energy and number of objects in early track.
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For time = 2.06 scc, there is only one object in discrimination and its

pulse rate is as given, 22.4 pulses/second. At time 2.06, Xs = 248.1,

= 4 . 2. .
XET 14.2, and ‘D 22.4

Table 2 gives a summary of the interceptor commitrents for each

object. The prelaunch and launch reliability was assumed to be 90%, thus
of the six interceptors a binominally distributed random number are assumed
to be operational. ERASE allocates interceptors so that the expected
number allocated during the course of the engagement is approximately equal

to the expected number of operational interceptors, i.e., 5.400.

- The mean number of interceptors available for intercept is 5.400 due
to launch reliability considerations. ERASE attempts to expend this number
of interceptors on an expected value basis. The ,actual probabilities of
firing 0-4 are slightly different because the defense is never allowed to
expend more interceptors than it actually has. Thus, although ERASE
wanted to fire 5.397 interceptors, shortages that arise in some combinations
of outcomes would result in sending only 5.032 on the average, with the
balance, 0.368, expected to be remaining after the end of the engagement.
The probability of expending all interceptors was 0.698. (The defense

would do better if the superior but more expensive algorithm were used.)

The discrimination power allocation at time 2.63 sec. is the only alio-
cation at which 2 objects contend for the discrimination power. A summary of
the calculations to allocate this power between objects #3 and #4 is given in
Table 3. The three parts of this table give the intermediate calculations
needed to effect a discrimination power allocation. First, the probability
of penetration must be calculated for each object for each discrimination
rate allowed for various commit times. The results of these calculations are
in part (a) of the table. From the minimal probability of penetration for
each rate, part (b) can be calculated, obtaining the marginal gain in per-
formance per watt of power expended. Note that increasing the power/pulse
rate reduces the probability of penetrating,hence the gains are negative
numbers. Power is allocated based on the rank order of marginal gains found
in (b): this is done in part (c). The power allocation in part (c) proceeds
until the power allocated to discrimination by the category allocator is

exhausted.
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PROBABILITY OF INTERCEPTOR NLT SIZE

TABLE 2

DESIRED
OBJECT | COMMIT | 3 5 g 4 OR | ExPECTED NUMBER

TIME MORE QF INTERCEPTORS  f
#1(RV) | 1.43 |.005 [.010 | .280 [.705 | 0 2.685
#2(DY) | 1.43 |.996 |.004 0 0 0 . 004
#3(0Y) | 2.64 |.994 |.003 | .003 | O 0 .009
#4RV) | 2.64 |.002 |.005 | .290|.703 | O 2.694
#5(pY) | 4.26 |.999 |.001 0 0 0 .001
#6(DY) | 4.88 |.996 |.004 0 0 0 .004

EXPECTED NO. FIRED DURING

ENGAGEMZNT 5.397

36



TABLE 3

DISCRIMINATION ALLOCATOR SUMMARY

(a) Probability of Penetration Tables

Object #3 Discrimination Rate
. Time 0 5 8 15 25 40
/8 .279% .274% L274% .273% .273% .273%
$. @& g EETEs i
|
o T +AT b ,282 .282 .282 .282 282
T _+5AT _ (NOT_CALCULATED AS_PROBABILITY OF PENETRATION INCREASING)
'l Last Ditch 466 466 466 466 .466 466
Best Time T T T T T T
[o] (s} (s} [o] o] [o]
Object #4 Discrimination Rate
Time 0 5 5 15 25 40
% .288% .287% .287% .286% .286% .286%
SRR =) ]
[}
P T_+0T I ,296 .296 . 206 .296 .296
. T +54T _(NOT CALCULATED_AS PROBABILITY OF PENETRATION INCREASING)_
v Last Ditch .466 466 466 466 . 466 466
Best Time T T T T T T
(s} (s} [o] [o) [o) (o}

(* = minimum probability of penetration for each rate)
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(b) Marginal Cain Tables

Pulse Rate Interval Object #3 Objégt #a
0-5 -1.95 x 1078 ~4.28 x 10~/
5-8 “1.41 x 1072 B0 o 50
8-15 <l B e ) Sl ABrw T6
15-25 3 e B0 S T
25-40 ~5.50 % 10°° ~1.40 % 1677
(c) Power Allocation to Objects

Prob/A Power

Object Rate A
3
4
3 05
4 0+5
3 5+8
3 8+15
4 5*8
4 8+15%
3 15+19.52%

-1.95
-4.28
=Ll
-4.67
-3.49
-1.48
-1.18

L A S T -

Power Used

4 Probability of
Pencetration

4 Power Used

Commit Time

325.0

325.0
2550.6
2550.6
1725.3
4025.8
1725.3
4025.8

2599 .7

19,853.1 watts

(* = scheduled commit times and final power allocations)
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